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ABSTRACT

We introduce experiential geosimulation as a medium for co-
exploring embodied behavioral geography, physical
locomotion and sensorimotor control, and spatial vision and
perception. Methodologically, this convergence is approached
through interconnection of high-fidelity geographic automata
systems, running in virtual geographic environments within
virtual reality head-mounted displays, while spatial telematics
and neural activity are collected through eye tracking on a
single-board computer and encephalography (EEG) is
processed from a scalp-mounted brain-computer interface.
Data exchange between these diverse geographic information
systems allows for the creation of synthetic simulation
scenarios that can evoke realistic locomotion and task behavior
from real, physically involved human users. Here, we show that
the system also entices people’s realistic neural activity, which
can provide insight into users’ experiences as navigation,
agency, spatial vision, landmark salience, non-verbal
communications, and cognitive where/what reasoning.
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1 Introduction

As geosimulation moves to virtual reality (VR) and mixed
reality (MR) platforms, the question of whether the synthetic
embodiment that simulations may conjure could ever
meaningfully elicit matching behavior from users is a topic that
assumes growing currency. In prior work [1, 2], we have
examined this question by testing immersed users’ spatial
behavior in geosimulation. Here, we push the idea deeper,
examining the neural activity of users via a wearable
encephalographic (EEG) brain-computer interface (BCI)
coupled to an immersive geosimulation (Figure 1). In doing so,
our aim is to empirically and factually probe whether
immersive geosimulation can elicit real human behavioral
geography (chiefly the vision and perception that informs
cognition and readying of locomotion in response). Our
expectation is that if experiential geosimulation could establish
new parity to (real) neural signatures of cognition that are
generated when people embody themselves to (synthetic)
simulated geographies, this could establish very actionable
pathways for geosimulation to support research at the
interface of spatial behavior, behavioral geography,
neuroscience, and psychology. Here, we show that this is
indeed possible. We demonstrate a successful proof of concept
on an immersive geosimulation of streetscape dynamics that
includes diverse sensorimotor stimuli in a realistic geographic
task environment.
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Figure 1: Our experiential geosimulation combines
immersive mobile VR with wireless EEG brain-computer
interfaces that allow us to examine neural correlates of
spatial behavior in real-time.
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2 Methods

To set the stage for embodied immersion, we developed a
geosimulation to run in a streetscape-based Virtual Geographic
Environment (VGE). The VGE was designed to form as the space
between buildings, building facades, sidewalks, sidewalk and
curbside civil infrastructure, a two-lane road, traffic lights, and
a PELICAN (pedestrian light controlled) crossing. (Details of
how this system is built generally are reported in [3, 4]; here,
we restrict discussion to improvements that add
methodological value to that base.) The VGE was mapped 1:1
to a tangible studio space, such that it also constituted a Virtual
Reality Environment (VRE) that was traversable in the real
world (Figure 1). We used a scene graph to render the space at
a distance from user-positioned cameras to make the
immersive VGE appear at city-scale. Level of detail for the
appearance of the VGE was set to an intermediate phase,
between simple block models and fully rendered detail,
following earlier experiments showing that users’ sense of
embodiment was supported by high fidelity and high
verisimilitude in the behavioral mechanics of the VGE [5] (that
agents and environments act as they should in the real world
and that the VGE evokes realistic actions from the user) at
relatively modest levels of rendering detail.

Traffic light Crossing signal (do not walk)

Vehicle driver face

Agent-pedestrian face

Figure 2: Screenshots of the experiential geosimulation
from within the VR, with gaze-fixed targets localized the
viewshed coordinate space (numbers are the frame time).
Note that the blue squares are the real-time gaze fixations
for users on objects in the geosimulation.
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Two distinct geographic automata systems were developed
to provide dynamic, adaptive, and interactive synthetic agency
in the VRE. The first was a driver model, tasked with controlling
the position, velocity, acceleration, and jerk of vehicles, based
on a modified sensorimotor control function. We instantiated
vehicles as mobile objects in the VRE, controlled by synthetic
drivers running a modified version of the Intelligent Driver
Model [6]. The salient components of this behavior involve
sensitivity to the acceleration profile of the vehicle being driven
(we distinguished between cars, vans, buses, and trucks), as
well as dynamic reaction to other vehicles, road geometry,
traffic light sequences, and pedestrians. We modified the IDM
to produce realistic individual profiles for two-lane vehicle
dynamics, as well as aggregate patterns of platooning,
bunching, and congestion waves. The second geographic
automata system was used to generate synthetic pedestrian
behavior. For individualized agency, this included a full-
hierarchy movement and motion model that began with path-
planning and resolved wayfinding to intermediate features of
the streetscape, then to steering and collision detection and
avoidance via Reciprocal Velocity Obstacles (RVOs) [7, 8], and
to pseudo-kinematics realized on animation-cycled motion
controllers drawing on motion capture data. We included
specialized crossing routines for pedestrian agent road-
crossing, including reaction to crossing signals and risk-taking
in crossing behavior (including jaywalking). Personality
profiles were used to parameterize pedestrian agents with sets
of behaviors that matched real-world coded observations from
a long-term field experiment to study streetscape crossing
actions [9].

Interactions between the spatial and geographic reference
frames for the VGE, VRE, driver agents, vehicle models,
pedestrian agents, and pedestrian models were accommodated
by slipstreaming to a shared Geographic Information System
(GIS) [10]. Slipstreaming in this case allowed for
interoperability between geometry scene graphs, planning
graphs, navigation meshes, view frustums, vector spaces,
Velocity Obstacles, and motion graphs. In addition, telematics
data from experiments with the system were slipstreamed to
the same GIS for interoperability between real and simulated
spaces.

We included real human users in the geosimulation through
inverse augmentation [2]. In short, this was accommodated
through the use of mobile VR on HMDs running the entire
geosimulation pipeline by sideloading. Human users were
therefore able to physically walk and run around a studio space
while engaged directly with the simulation. The human user
was instantiated in the geosimulation as a user-embodied
agent, with users directly controlling the three-dimensional
head motion of the agent as well as two-dimensional
movement of the body through their own innate gaze and
locomotion. We used an untethered wireless HMD to provide
unconstrained mobility.
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We collected telematics and geomatics from the user, in
real-time synchrony to the geosimulation, using inertial
measurement (gyroscope and accelerometer) and marker-less
inside-out tracking to the tangible space by availing of the
HMD’s outward-facing cameras. In addition, we used a wireless
electroencephalogram (EEG) device to record users’
brainwaves in Delta, Theta, Alpha, Beta, and Gamma
frequencies. EEG data is known to correlate with a range of
navigation and spatial task functions. EEG data were
slipstreamed to the geosimulation by time-synchrony.

The end-product is a geosimulation of a dynamic
streetscape, equipped with scenario-adjustable and
individually-tunable agent models that can algorithmically
interact both with each other and with the real-time spatial
behavior of the user (Figure 2). To establish experiential
interactivity, we relied on non-verbal communications (NVCs),
as expressed in gesturing, to establish reciprocity between
fleeting movements and intention signaling of synthetic
pedestrians, synthetic drivers, and real human users. Synthetic
pedestrian agents were programmed to engage in purposeful
environment-based gazing [1], looking in the directions of
forward motion vectors, at waypoints, at the roadside when
waiting to cross, and at the PELICAN crossing while moving
through a crossing epoch. In the interim, they were
programmed to engage in furtive glances via animated motion
cycles. For each vehicle, we coupled a human driver model,
complete with view-based head motion and eye motion. When
the IDM detects that a pedestrian is within neighborhood-
based collision consideration, the position of the potential
collider is passed to the driver character model and its head
and eyes are invoked in a gaze and stare behavior. In this way,
an agent driver will seek to make eye contact with the human
user.

Combined, these elements of the geosimulation, we reason,
could form the basis for assessing the experiences of users in
geosimulation in ways that could directly inform ideas in
human and urban geography centered on embodiment and
Non-Representational Theory [11, 12], as well as related
themes in embodied computing [13-15]. In particular, opening-
up experiential interactions between human users and
synthetic agents in ways that embody them to realistic VREs (as
situational embodiment) [16], while also embodying them to
synthetic pedestrians and drivers (as social embodiment) [17]
allows us to potentially examine how users enact their
embodiment as spatial and geographic behaviors, as a form of
cognition through active externalism [18]. Because we have
complete access to all data from the VRE and geosimulation, as
well as slipstreamed telematics and geomatics from the HMD
and EEG, we may additionally begin to build data corpuses for
empirical analysis.
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3 Testing

To evaluate the usefulness of experiential geosimulation, we
recruited 18 human users (under an approved human subjects
protocol from our Institutional Review Board) and ran an
eight-set experiment of experiential geosimulation of a
suburban main street setting, which we launched tangibly in an
indoor studio space. In total, testing was performed over 144
experiments, during about two weeks of user interaction with
our system. For each experiment, users without ambulatory
difficulties or VR-induced motion sickness were recruited by
convenience and snowball sampling, with a roughly even
balance of male and female participants ranging from early to
late twenties in age. Users were instructed on the purpose of
the exercise, but not given much detail of what to expect from
the geosimulation.

The geosimulation was delivered to users via a wireless
HMD, with spatial audio. In the experiments, users were asked
to physically walk along a sidewalk, to a PELICAN crossing, and
to proceed through the crossing to the other side of a road.
Trials within the experiment were drawn to a close if the agent
was either struck by a car in the simulation, or when they
successfully crossed the road and reached an assembly point
on the sidewalk. If struck by a car, users would be guided by the
geosimulation via visual and audio prompts to return to a
starting location to retake the trial. If they successfully crossed
the road, they would be directed by prompts to cross “back” in
the reverse direction. The amount of space required to proceed
along a sidewalk, to a crossing site, and through the crossing to
an opposing sidewalk location was a direct match to the
amount of physical space that we deployed in a tangible studio.
While engaged in the geosimulation, users also wore a wireless
EEG headband, which collected brainwave data using four
electrodes at sites TP9, AF7, AF8, and TP10 on the scalp.

Users’ requirement to physically walk through the
geosimulation brought them into experiential and embodied
contact with simulations of the built geography of the suburban
scene (sidewalk, sidewalk texturing as a visual effect, sidewalk
segments, crossing sites, curbs, buildings, building facades
(doors, windows, trim), roads, road markings). We additionally
added vegetation to the streetscapes. At PELICAN crossings,
users encountered marked (zebra) road-crossings, pedestrian
crossing signals (with walk, get ready to stop, and do not walk
lights controlled by simulation), and dynamic traffic lights (go,
prepare to stop, stop). Overall, the entire scene was lighted to
reproduce late afternoon effects, with relatively long
shadowing of streetscape objects. As an experimental control,
we designed sets of crossing behaviors for agents, including
risk-averse strategies that asked them to wait at crossing sites,
adhere to all crossing signals, look at traffic, and cross by
walking. Risk-taking strategies relaxed these behaviors,
allowing agents to ignore crossing signals and run through
crossings while accepting very tight traffic gaps. Additionally,
we varied the number of pedestrian agents that engaged in
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crossing, to produce dyads as well as groups. This variation was
designed chiefly to introduce realistic peer effects.

For each experiment, we collected data from the
geosimulation (all state conditions of all agents at all times) and
from the users’ manifestations in the geosimulation GIS
(position, velocity, acceleration, orientation, rotation, gaze
target, gaze location, gaze fixation) and from the hardware
telematics (three-dimensional position of the head; roll, pitch,
and yaw; acceleration in three dimensions). Many of these
variables were then composited to produce event data (near-
interactions, collisions, steering decisions, hesitation, returned
gaze, etc.) which were then additionally indexed to the GIS.
From the EEG, we recorded continuous brainwave activity in
frontal and dorsal positions on left-side and right-side scalp
locations. EEG data were then binned into frequency bands and
normalized to resting states (standing still without engagement
with the geosimulation) and to all trials. Additionally, users
were asked to complete a questionnaire survey at the end of the
experiments, and based on these results they were invited to
engage in a structured interview to follow-up on their answers
in a free-form questioning session. (For brevity, we do not
report on the questions or results here.)

We validated the synthetic agent pedestrians by measuring
the motion metrics of each agent space-time path, and then
compared the results to both metrics of heuristic movement
routines that are well-covered in the geosimulation literature
(Brownian motion, correlated random walks, short-range Lévy
flights, movement by social force, steering behaviors, and
movement by computer gaming capture the flag motion).
(Validation results for the general agent routines in the model
(but not necessarily the simulation scenario) are reported in
[3]) We then calculated the same metrics for space-time paths
of real walkers in streetscape settings around the world (New
York City, NY; Salt Lake City, UT; and Tempe, AZ in the USA; and
Tokyo and Yokohama in Japan) (additionally, see [19, 20] for
details of the trajectory analyses for these sites). Performance
of our pedestrian agents against trajectories of heuristic
movement and real-world pedestrians is reported in [4, 5, 9],
with fractal dimension, mean fractal dimension (forwards and
backwards), probability of turning in the same direction, and
correlation of adjacent turning angles showing that our agents
are significantly distinct from random in their trajectories at
path-scale, waypoint-scale, and stride-scale, while conforming
well to real-world benchmark movement and avoiding known
over-fitting and exaggerated sinuosity problems of heuristic
approaches. Methods for the tests were built on procedures
described in [20]. We additionally evaluated the trajectories of
real human users in the simulation, and we compared them
specifically to crossing phases of streetscape traversal for real
human pedestrians in suburban main street sites in New York
City for 657.72 meters of road crossing. Trajectories of crossing
motion in the geosimulation and VRE were a match to its real-
world counterparts (details are described in [3]).
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Using the inertial measurement geomatics and ray-tracing
within the scene graph data of the VRE, we built a hyper-
detailed picture of what users were looking at in the
geosimulation, as measured by their gaze targets and gaze
fixation. We then conflated those findings with brainwave data
from the EEG, which we attributed to different loci of spatial
attention and reasoning. An important point that we note here
is that this allows us to build individualized statistical
connections between the wusers’ experiences of the
geosimulation with respect to (1) urban geographic features of
the VGE, (2) synthetic agent-pedestrians, and (3) synthetic
agent-vehicles. Moreover, we may tie these connections to
space-time events in the simulation for many varied products
and compounds of these individual associations. Again, we
stress that we may gather detail for gaze associations of users
to the geosimulation, as well as measures of the spatial
cognition that was invoked when (and where) those
connections were made. This is instantaneous and can be
studied in live, streaming form during experiments.

4 Results

The geosimulation instances, user trials, and related data
and analysis products produce a large volume of data that can
be referred to. For brevity, here we report results for
associations between users’ attentional/visual foci; their
corresponding actions, reactions, and interactions with
geosimulation elements; and the relative spatial cognitive
areas of their brain that were engaged. For geographical insight
relative to streetscapes, we highlight results for geographic
elements (as embodiment targets in relativistic space),
distance (as absolute space), and crossing behavior (as action
space). Together, this 3-tuple of target, distance, and behavior
can be useful in forming key ingredients for geographic agency
(as empirically-sourced returns for queries of “What?”,
“Where?”, “When?”, “How?”, and “Why?” inputs to agent
routines or real-world evaluation functions). These can be
mapped directly to automata frameworks for methodological
uptake: as entities, neighborhoods, and transition rules in
general automata functions [21, 22], for example. As we will
show, the massive amount of detail and explanatory inference
that is possible in rule-based geosimulation allows for
significant population-level insight into potential spatial and
geographic agency, as well as individual-scale insights. There
are many ways to parse these results: here, we examine spatial
tasks (navigation and agency) and behavioral geography
(spatial vision, landmark salience, non-verbal communications,
and neural generators of “what” and “where” cortical
networks).

We note that in what follows, all EEG signals are discussed
in their normalized form. For each user, a base (resting by
standing still) EEG was recorded and subsequent EEG
recordings from the experiential geosimulation were
normalized to that condition (in the few instances where the
EEG turns negative, this represents a reduction in EEG
oscillation relative to the resting state).
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4.1 Navigation

The neural generators of spatial navigation in EEG are well-
examined in much of the clinical neuroscience literature [23-
26], particularly using VR model environments as frames of
visual reference. As collections of neurons in the brain fire
together in assembly form, they produce energy fields that can
sweep across different localized regions of the brain. Much of
this activity takes place in deep brain tissue, but several energy
waves manifest in the cortex (the outer layer of the brain), at
sites that are invoked in the activation of neural networks that
are known to associate with spatial behavior. EEG signals of
these fields can be captured on the human scalp, which we have
done for this paper. By binning the energy signals into
frequency bands (Delta (0.5 - 4 Hz), Theta (4 - 8 Hz), Alpha (8
- 13 Hz), Beta (13 - 30 Hz), and Gamma (30 - 100 Hz)), we can
isolate the possible (neural) generators of the energy field in
the brain. Clinical work to tie EEG signals to spatial behavior
routinely uses VR environments for navigation tasks, but it is
fair to say that most models are relatively basic by
geosimulation standards, lacking realistic task environments
for things like urban geography or human geography. Notably,
most clinical models lack counterpart agents (they are
effectively ghost towns, and usually ghost mazes) and often
constrain users to staring at two-dimensional screens or using
VR on limited-range (essentially step-scale) treadmills. Our use
of immersive geosimulation establishes many more degrees of
experimental control, including multi-party interactions as
well as free mobility by tangible locomotion through real 1:1
spaces that match the synthetic space represented in virtual
form in the geosimulation. Thus, effects such as effort, abrupt
turns, leaning, speeding and slowing, as well as parallax and
optical flow, are all represented in hybrids of the geosimulation
and reality. This greatly enhances the experimental substrate
for the modeling architecture over most VR-maze type settings.
The addition of realistic-behaving synthetic pedestrians and
vehicles adds even more experimental control relative to real-
world counterparts.
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Figure 3: Variation in EEG oscillation for a single user
during shifting crossing phases.
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Figure 4: The onset of a crossing decision is evident down
to the millisecond in EEG.

Our results show that distinct task phases of navigation can
be identified in EEG, even over small bouts of locomotion. This
echoes the main findings from the neuroscience literature in
general conclusions [27-30]. Here, we discuss the results with
regards to their potential for insight into geosimulation-based
behavioral agency in particular. Doing so requires that we
identify distinct behavior-states, that we tie them to time
geography, that we consider varied neighborhoods of
geographic information as input, that we consider scaling, and
that we compound these together in ways that could help to
establish transition rules. Figure 3, for example, shows the EEG
signatures for a single user. Perturbation in EEG oscillations are
evident during road-crossing approach and assembly phases
(as the user takes in dynamic spatial stimuli), but smooth out
during periods of crossing (when the user focuses on
locomotion and reaching their crossing target). Indeed, distinct
phase shifts in (spike-induced) spatial behavior is clear in the
EEG, down to the millisecond, for example, when a crossing
epoch ends and a user begins to intake information from their
embodied surroundings as shown in Figure 4, or at the onset of
crossing locomotion as shown (for a different user) in Figure 5.
These types of insights are reported generally in the
neuroscience literature with explanation of a shift from ego-
centric spatial behavior (e.g., while crossing) to allocentric
(navigation, wayfinding, steering) locomotion when engaging
decision making in spatial working memory or while updating
that memory (e.g., when on sidewalks) [31-33].

4.2 Agency

Different navigational agencies are also evident in the EEG
signature. For example, compare the oscillations of a
participant who jaywalked and used risk-taking behavior in the
geosimulation (comparatively slow waves in Figure 3) to those
of a risk-averse and signal-abiding user in Figure 5 (faster
waves, indicative of higher relative attention). There are clear
and distinct neural signatures that can distinguish the two
agencies. One behavioral agency (jaywalking) would generally
be thought of as eschewing attention to the surroundings in
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favor of preserving either or both of locomotion and heading
[34-36]. The other agency (rule-accepting) is generally
associated with spatial behavior that is curious of surroundings
and in particular is associated with watching for change in
potential embodiment to ambient geography [37, 38]. All of
these factors can be sourced in the data that the experiential
geosimulation generates, with the implication that
geosimulation could be used to experiment with the varying
influence of different crossing factors on the neural substrate
for risk-taking and risk-aversion at the roadside.
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Figure 5: Relatively fast EEG waves indicate heightened
spatial attention.

4.3 Spatial vision

EEG signals are heavily influenced by visual stimuli, and
spikes and entrainment have been well-associated with visual
enticement of different spatial behaviors, including
locomotion, landmark-based wayfinding, spatial view, turning,
and homing [25, 27]. Using a combination of user eye-tracking
(via in-built HMD cameras) and ray-tracing to geosimulation
entities, we space-time synchronized meaningful gazes (gaze
that was fixed over small bouts of space-time) and associated
them with EEG oscillations (see Figure 6 for statistical results,
and note that these results are for instantaneous gaze).

Across all users, there was a negative correlation between
EEG signals and gaze (essentially deliberate spatial attention by
eye contact) upon vehicles, different parts of vehicles, other
synthetic agent pedestrians, and vehicle drivers. In other
words, generalized attention dropped when looking at dynamic
features of the geosimulation, showing that participants
focused their attention on those features (and switching from
appreciation of static streetscape features to dynamic features,
back and forth, can be captured in the signature, as in Figures 3
and 5). This effect is further explainable by examining
individual EEG frequencies, e.g, negative correlation with
vehicles is relatively strong in Delta and Theta, which are most
reliably associated with locomotion as movement through
space and time (in geographic-scale space) [39]: users reduced
excitation of the neural networks for locomotion when they
gazed upon vehicles (i.e., a cognitive and behavioral switch to
referential-scale space), perhaps because they were getting
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prepared to change their locomotion behavior. This is patently
evident in an individual user’s EEG signature (Figure 4), which
shows that a road-crosser approaches a crossing site at the
curb (t = 5000 ms before crossing), and there is a narrowband
spike in EEG oscillation for Theta and Delta that peaks and
troughs as they shuffle to a stop in their locomotion. This is
followed by a broadband drop in all EEG for ~0.5 seconds as
the decision to cross is made, after which there is a return to
increased broadband oscillation in Theta and Delta. The
relative spike in Alpha frequency, after what is essentially a
very slow wave oscillation over the crossing epoch, is evidence
of pulsed inhibition [25] in which increases in Alpha act to
focus attention energy [40] and serve to enable preferential
processing of particular visual stimuli, which in this case
affords the user’s selective attention to roadside dynamics. This
selective attention is also evident in the gaze sequence of the
user (colored dots in Figure 4), which goes through distinct
visually induced phase transitions of identifying the crossing
signal — studying vehicles — examining the road gaps between
vehicles — returning to studying vehicles = making a decision
to cross (EEG drops but Alpha spikes) — making the crossing.
In this case, hopefully the reader can envisage that the
transition rules for agent-based crossing could be literally
pulled directly from this EEG sequence.

Pearson correlation between gaze target fixation and EEG frequency (for all participants in all geosimulation trials)
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Figure 6: Gaze target distribution and Pearson
correlations between fixed gaze targets and EEG
oscillations.

4.4 Landmark salience

Most human walkers are known to employ landmark-based
wayfinding as a component of their navigation [41] and this is
well-established in EEG-based neuroscience literature [42-44].
Given the amount of insight-based detail that we can muster in
geosimulation, where all entities are known at all locations and
times in the scenegraph of the VGE, we can examine the
salience of specific landmarks with respect to gaze and
behavior. We have demonstrated the utility of gaze as a
simulation output generally in prior work [45], but again here
we delve deeper into details.

We considered four easily distinguishable landmarks in the
geosimulation: vegetation (trees), civil infrastructure (poles
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holding signs), and traffic lights and crossing signals (which are
dynamically controlled relative to traffic). Crossing signals and
traffic lights emerged as the most frequently attended
landmarks. Analysis of EEG stimulation relative to the crossing
signals reveals their salience. There is a relatively strong
positive correlation between Gamma frequency oscillations
and dynamic guiding lights (Figure 6), which echoes findings in
neuroscience that suggest that Gamma is enticed when
observers need to make sense of the meaning of a whole object
in their vision (as opposed to the object’s simple, perhaps
convolutional, features such as color and texture) [23, 46].
Consider, for example, that a crossing signal will illuminate
different shapes (in our case, icon red hands or green
pedestrians for “do not walk”, “prepare to not walk”, or “walk”,
respectively). These icon-displays, appearing dynamically (and
meaningfully) within the “signal” object must be reasoned with
by users and related to other features of the viewshed (traffic
lights, vehicles, the locomotion behavior of other synthetic
pedestrians, positions and occupancy status of zebra crossings,
the location of adjacent curb that is the crossing target). This
information must be resolved, in the mind, ahead of deciding a
locomotion decision or behavior, and ahead of polling one’s
embodied surroundings for more information to check that
your cognitive map is reliable in a small moment of space and
time relative to any actions you are preparing.

4.5 Non-verbal communication

One of the advantages of deploying geosimulation as a
testbed for behavioral geography is the ability to include life-
like synthetic agents that can animate and enliven the
environment. This is important for realism, but also for users
who may rely on ambient pedestrians as cues for changes in the
scene. In our geosimulation, agents were programmed with
personality-based profiles for streetscape crossing (ranging
from risk-taking to risk-averse), as well as with realistic
appearances and motion-captured kinesiology and gestures.
We have presented details on this previously in [1]. In this
paper, we extend NVCs to drivers of vehicles in the IDM.
Specifically, drivers, upon approaching a zebra crossing, will
train their gaze on the user so that there is the possibility for
mutual gaze exchange. By drawing rays between both parties,
we can identify when these NVCs are enticed in the
geosimulation, as well as their impact upon EEG signals, and
indeed on behavior. Across all participants, driver gaze was
shown to have weakly negative correlation with all EEG
frequencies, indicating that users reduced their attention to
spatial navigation when looking at drivers (again, possibly in
preparation for a change in movement state depending on the
returned signal that the NVC was interpreted as conveying).
This connection between mutual gaze and locomotion is
evident in the higher negative correlation results for Delta and
Theta, in particular.
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Gaze Hits on Vehicles
Gaze Hits on Vehicle Body

Gaze Hits Toward Drivers

Gaze Distance from Participant (meters)

Time w.r.. Crossing Offset (seconds)

Figure 7: Signatures of the brain’s “Where” system are
evident in gaze fixation of vehicles and their drivers ahead
of crossing decisions.

4.6 What and where neural networks

Following Gruber et al’s identification of “What” and
“Where” systems that distinguish visual processing in occipital
cortex of the brain from integration of sensory processing in
parietal cortex ahead of motor skill actuation [23], we
examined anticipatory behavior and EEG oscillation. In
particular, we focused on distance and timing factors. Taken
together, these obviously yield time geography, but over
fleeting moments of space and time that we then match to EEG-
level scale. In this way, we attempt to reconcile the “atoms” of
behavioral geography at new scales.

Some results are illustrated in Figure 7, showing that before
crossing (negative values on the x-axis), participants focus
attention on near things (dense contours near zero on the y-
axis). Slightly ahead of a crossing decision, users’ gaze also
begins to attend to both near and far objects, involving wider
sweeps for information from the streetscape that can inform
their crossing (dense contour at positive time (after crossing)
on the x-axis and between zero and 40 meters on the y-axis).

These results echo findings from the safety science
literature that reveal that users train their information-
gathering on the spacing and the timing of traffic gaps when
crossing roads. Our results show specifically “where” this
attention is trained in space and time. Further examination of
this “Where” system, and its EEG correlates, could be incredibly
useful in building simulation-based clinical knowledge for
studying road-crossing error-making in very senior
populations, for example.

5 Conclusions

In this paper, we introduced a proof of concept for a new
form of geosimulation—experiential geosimulation—that
makes use of advances in immersive computing via VR, as well
as BCIs that can generate signal-based insight into activation of
neural energy in different compartments of the brain, and
across neural networks. We reason that this can be newly
useful for the geosimulation community in developing novel
insights into spatial behavior and in behavioral geography, in
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particular. Further, it opens-up new pathways for convergence
between geosimulation research and parallel threads of
inquiry in neuroscience, for which geosimulation’s traditional
attention to high-resolution entity-based representation of
urban phenomena, specifically, could provide new test-beds
with relative parity to clinical work.

An obvious limitation of our approach is the use of a
relatively limited EEG BCI (four active electrodes). Most
neuroscience work employs EEG with more than one hundred
electrodes, which allows for examination of waves of oscillation
(with potential additional bearing on cell-based generators,
including place cells), and which can be coupled to fMRI and
other deep tissue imaging to localize activation to specific parts
of the brain (including lateralization, which is associated with
selective attention). However, use of more sophisticated EEG
requires either surgical approaches for intercranial sensing, or
requires that users remain tethered to EEG machines and must
necessarily limit their locomotion to sitting or standing in
constrained treadmills. Our approach, of using mobile and
wireless EEG alongside similarly portable immersive
geosimulation, allows for a fusion of real human sensorimotor
control and synthetic visual and task-based stimuli, which we
consider as being a reasonable trade-off.

Some promising next steps could involve data science for
better connecting neural sensing with geosimulation
cyberinfrastructure [3, 47], and work on slipstreaming as we
have shown in preliminary form here could be useful. A longer-
term avenue for investigation could involve the convergence of
neural sensing with accelerated computing for geosimulation
[48], e.g., on Equation Free platforms [49], for which neural
signals could inform manifolds of agency that can be run
through ensembles of context in geosimulation. Other
modalities beyond EEG could also prove promising,
particularly surface electromyography (and we show an
example of force-aware geosimulation in early stages in [50,
51]). The potential for convergence of neural sensing,
geosimulation, and artificial intelligence [52, 53] is perhaps
where significant advances on the prototype we have shown
here could be started. This could include generative Al for
adding interactive user experiences to 3D modeling, for
example [54]. Ultimately, the greatest potential benefit of
advancing geosimulation along the lines of experimentation
that we have shown here would be in informing conceptual and
theoretical geography, particularly in bringing geosimulation
and hypothesis-driven geography into explanatory parity in
new ways [55-60].
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